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There is now a large literature that uses regression analysis on cross-country datasets to try to 

figure out what risk factors are associated with conflict.   

 

 

Notice the terminology, “associated with”, which refers to correlation, not causation. 
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The structure of the datasets used is something like the following.   

 

 

Country - 
Period 

Conflict 
Onset 

Per Capita 
GDP $ 

GDP Growth 
Rate % 

More 
Variables 

1 0 3,500 2.1  

2 1 7,000 -1.5  

3 0 350 0.3%  

4 0 6,000 Etc  

5 1 2,300   

6 0 700   

7 1 10,000   

8 0 5,700   

... ... ... ...  

 

 

The time periods in the first column can be something like 5-years.  So, for example, there can be 

country periods for DRC 1960 – 64, DRC 1965-69,..., DRC 2000 – 2005, Ethiopia 1960 – 64, ...  

Or the periods may be just 1-year periods. 
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The second column in the table above is for what is known as the “onset” of conflict.  We code this 

variable with a “1” if a new conflict starts for that country-time-period and a “0” if a new conflict 

does not started in that time period. 

 

 

There is a fairly obvious weakness with this coding scheme – ongoing conflict is coded exactly the 

same as ongoing peace is coded except in the one time period when the conflict actually starts. 

 

 

One way to address this weakness is to drop the observations of ongoing conflict, leaving behind 

just observations of peace and observations of conflict onset.   

 

Standard advice is never to drop data so the above suggestions may sound questionable but here 

it makes some sense - if you are interested only in conflict onset then observations for which 

conflict continues are not of great interest. 
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Sometimes researchers code a different conflict variable known as “incidence” of conflict.  This 

variable is coded “1” for a country-time-period if a conflict is ongoing and “0” if there is no conflict.   

 

 

“Incidence” is a rather different concept from “onset” and does not come with the tricky coding 

issues discussed on slide 3 - still incidence is not useful for analysing why conflicts start in the first 

place. 

 

 

In this lecture we will only discuss onset but we will touch on incidence in later lectures. 
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Onset is a 0-1 variable so it is common to use logistic regression (lecture 5) in this literature.   

 

 

The estimated equation will look something like: 

 

Probability of conflict =   

1

1 + 𝑒−(constant + a∗GDP per capita + b∗Growth Rate of GDP + c∗another variable + d∗ another variable etc)
 

 

 

 

The next slide gives a key table from the Fearon and Laitin paper: 

 

http://journals.cambridge.org/download.php?file=%2FPSR%2FPSR97_01%2FS0003055403000534a.pdf&code=10afb23779cc5f1508c095f29250a990
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Here are a few things to notice about the Fearon and Laiton table. 

 

 

They are looking at Civil War Onset.  That is, “war” rather than “conflict”.      

 

 

This means that only the start of really big conflicts will cause a coding of “1” for the onset variable.     

 

 

Specifically, Fearon and Laiton require at least 1,000 people killed in the whole war with at least 

100 on each side (state and non-state).  What Uppsala defines as “conflict” requires only 25 

deaths. 
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Here are the things that seem to matter according to column 1: 

1.  Prior War (negative effect).   

 

 

This variable is potentially confusing.   

 

 

You might imagine that if there is already a war going then it is impossible for a war to start.  

If so, then it makes no sense to even have this variable in the first place.  But, it is actually 

possible for a new war to start.  For example, there can be one rebel group at war with a 

government (this is the prior war) and then a new rebel group can arise and start a second 

war against the same government.  However, such situations are rare – once one war is 

active then a second one is unlikely to start - hence the negative estimated coefficient on 

prior war.   

 

 

The (fictitious) table on the following slide should clarify the relationship between prior war 

and war onset.  Note that it only allows “prior war” to be coded as a “1” if there was a war 

going one period before the current period. 

 



 

9 
 

 Number of Wars Onset Prior War 

2000 DRC 0 0 Not applicable 

2001 DRC 1 1 0 

2002 DRC 1 0 1 

2003 DRC 2 1 1 

2004 DRC 2 0 1 

 

 

The onset variable is coded “1” in years when a new war starts and is coded as “0” otherwise. 

 

 

The “prior war” variable is coded as “1” when there was any war going on in the previous year 

and is coded as “0” otherwise. 

 

 

Note, however, that we could easily have other coding rules for “prior war”.  For example, we 

could code this as “1” if there has been a war going on within the last 5 years.   
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2. Per capita income (negative effect) - higher income is associated with a lower probability of a 

war starting. 

 

3. Population (positive effect) - more people, more chances for war 

 

4. Mountainous terrain (positive effect) - the usual interpretation is that it is easy for rebels to 

hide in mountains so the mountains presence increases the risk of war 

 

5. Being an oil exporter (positive effect).  However, note that being an oil exporter is close to 

simply being a Middle Eastern country so it is not totally clear what’s being measured here.   

 

6. Being a new state (positive effect) – it may be hard for new states to stabilize and perhaps 

they slide into war 

 

7. Instability (positive effect) - this is a dummy variable that is one if, during the previous three 

years, the country had three or more changes to its political regime index according to a 

project called Polity IV  

 

  

http://www.systemicpeace.org/polity/polity4.htm
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A surprise is that ethic and religious fractionalization do not seem to matter.  (High 

“Fractionalization” basically means that there are lots of different groups.)   

 

 

You get broadly similar results in the other columns.  For example, restricting to just what are 

categorized as “ethnic wars” leads to a set of coefficients similar to what we get in column 1.   
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Here is an important little warning 

 

It is often very easy to tell nice stories about the coefficients in a regression.  I have just been 

doing this on the last few slides.   

 

 

These stories can help us make sense of what we are finding and even help us to remember the 

results.  We humans relate to stories much better than we relate to numbers. 

 

 

However, these stories are really just speculations I have created to fit with the estimates.  They 

could easily be wrong.  You can probably come up with some other speculations that are just as 

valid as mine.   

 

This problem is known as “story time”, which refers to the moment people switch from describing 

what their data say to speculating about cause and effect relationships.  

http://andrewgelman.com/2010/10/15/story_time/


 

13 
 

To get a sense of the importance of the story time problem suppose that we reanalyse the Fearon 

and Laitin data and discover that they made a mistake in their table. 

 

 

It was a simple transcription error – the correct coefficient for prior war is actually +0.954, not  

-0.954 as written.  (I repeat that this is not true – I’m just considering this possibility for the sake of 

illustrating the story time idea.) 

 

 

I can easily make up a story that could rationalize why it makes total sense for the coefficient to be 

positive rather than negative.  “Violence begets further violence.  When there’s a war on lots of 

people are hurt – they build up grievances and start new wars, even in the middle of existing 

wars.” 

 

 

This story is wrong but plausible. 
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Now if I suddenly discover that Fearon and Laitin’s coefficients were correct after all I could just 

switch right back to my original story.   

 

 

My point is: 

 

1.  You should become aware of the strong psychological hold that stories exert over you. 

 

2.  Realize that many of the stories you hear about data can easily be wrong and are often 

conjured up with little thought. 

 

3.  Consequently, you should pay attention to these stories but be sceptical of them at the same 

time. 
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This war onset table from the Collier and Hoeffler paper is similar to the Fearon-Laitin table: 

 

http://oep.oxfordjournals.org/content/56/4/563.abstract
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Notice that Collier and Hoeffler’s variable list is rather different from Fearon and Laitin’s.  Look at 

the variables that are in both. 

 

1.  Population size is still positive and significant. 

 

 

2. Religious and ethnic fractionalization still do not matter (maybe ethnic fractionalization does 

matter slightly) 

 

 

3. Now democracy comes out with a highly significant and negative sign rather than coming out 

positive but insignificant as it does for Fearon and Laitin. 

 

 

4. Mountainous terrain is now insignificant rather than positive and significant as it was for 

Fearon and Laiton. 
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Let’s look at a second Collier and Hoeffler table: 
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Again some common variables behave differently than they do in the other regressions.   

 

 

Collier and Hoeffler find a strong effect of the ratio of primary commodity exports to GDP but 

Fearon and Laitin disagree (actually the table above does not show Fearon & Laitin’s treatment of 

this variable but see page 87 of their paper if you are curious).   

 

 

Fearon & Laitin disagree with Collier and Hoeffler over mountainous terrain and previous war 

although they agree on population and GDP per capita. 

 

 

So what is going on?  Why are we having these disagreements? 
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For at least two reasons it is, in fact, pretty hard to get to the bottom of these disagreements.   

 

 

1. The two papers use slightly different definitions of war and different time periods (Collier and 

Hoeffler use five-year periods and Fearon & Laitin use 1-year periods.) 

 

 

2. More than one variable changes as you move from specification to specification so it is 

impossible to isolate the impact of each particular change. 
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Subsequent to these papers a large literature grew up with people running all sorts of logistic 

regressions like the ones above on all sorts of collections of variables.   

 

 

The results frequently contradict one another. 

 

 

A general problem with this sort of work is that researchers might start with a bunch of variables, 

try lots of combinations and then only report regressions that have several statistically significant 

variables.   

 

 

These reported results may just have come out that way by luck or chance.   
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Proceeding like this would be analogous to a drug company testing their drug in 20 separate 

clinical trials, getting a positive result in 1 out of the 20 and then reporting only that one positive 

result. 

 

 

This practice of trying lots of things until you get a significant p value and reporting only that is 

sometimes known as “p hacking” 

 

 

The cartoon on slide 22 illustrates the problem. 
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The paper by Hegre and Sambanis addresses this issue by looking at 88 variables that have 

appeared in the literature.  Hegre & Sambanis systematically range across regressions containing 

all sorts of combinations of these variables and attempt to figure out which ones are consistently 

correlated with the onset of war.  Basically they wind up with three variables: 

 

1.  GDP per capita is negatively associated with civil war onset 

 

 

2. Having had a previous war is positively associated with civil war onset – the more recent the 

war the stronger the association.  This result may appear to contradict the Fearon and Laitin 

results on prior war but actually does not.  Hegre & Sambanis code ongoing war as a missing 

observation rather than as a “0” as Fearon & Laitin do.   

 

Fearon and Laitin find that when there is a civil war going on in the previous time period 

then it is unlikely that second war will start in the current time period.   

 

Hegre & Sambanis find that when there is no current civil war that having had a recent 

civil war increases the chances of a civil war breaking out in the current period. 

http://jcr.sagepub.com/content/50/4/508.abstract
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3. Country size (population and territory) is positively associated with civil war onset. 

 

 

Some other variables, such as the growth rate of GDP per capita, may have real relationships with 

civil war onset but such relationships do not shine through as robustly and consistently as the 

three variables above. 

 

 

Finally, we have to bear in mind that correlation does not imply causation.  For example, just 

because low GDP is correlated with conflict does not imply that low GDP causes conflict.  The 

causality could just as easily run the other way.  For example, GDP could be low in part because 

potential investors anticipate that there might be a war in the future so they withhold their 

investment money.   

 

 

Next week we will look more closely at the causation question. 


